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Abstract:

The aim of the study is to
investigate the quality of ChatGPT
translation and the effectiveness of using
informed prompts to improve it. The
research team built a dataset composed
of various English complex sentence
types (150complex sentences) that are
selected from various news sites. The
sentences were translated into Arabic
using a default ChatGPT translation
prompt (Translate the following
sentences into Arabic). The translated
sentences were annotated by three
professional annotators. An error
taxonomy was performed based on the
Multidimensional ~ Quality  Metrics
(MQM). The results of the error
taxonomy showed a high error
frequency that amounts to 2.73 errors
per sentence which indicates that
ChatGPT falls short when translating

English complex sentences into Arabic
and that it still needs to be trained
effectively. The sentences whose
translation outputs had the most errors
were translated again using informed
prompts that require the model to correct
the original translation. Both the original
and the new translation outputs were
evaluated manually by the professional
annotators and automatically using the
BLEU metric. The study, therefore,
identifies the effectiveness of the
adopted prompt strategies in improving
translation quality and recommends
further research in the area of informed
prompts.
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1.Introduction

The quality of machine translation is a very interesting field of research.
Accompanying the great advancement in this field, there are continuous heated
discussions regarding the quality of machine translation. In the literature, there are
proposals that machine translation has achieved parity with professional human
translation (Hassan et al., 2018; Barrault et al 2019). On the other hand, there are
proposals which state that such parity has not been achieved yet (L&ubli et al, 2018;
Toral et al 2018; Freitag et al, 2021).

Regardless of these debates, there is no doubt that machine translation is
advancing and that high-quality translations are performed by machine translation.
However, it is also undeniable that there is still a gap between machine translation
and professional human translation. Recent studies that have performed error
analysis have come out with a comparatively long list of errors (Popovi¢, 2021;
Kocmi et al., 2022).
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However, with the advent of new large language models (LLMs), a new wave
of research has started for the purpose of investigating the quality of translation
provided by LLMs such as ChatGPT and Bard.

The improvement of automatic translation requires more fine-grained analyses
in regard to translation quality. It is, therefore, an interesting topic to scrutinize areas
of translation that form a problem for NMT systems and evaluate the quality of
translation of both NMT systems and LLMs. It is also very important to come out
with strategies that improve the translation quality. This study will be an effort in
this area.

The study aims to investigate the effectiveness of informed prompts in
improving ChatGPT English to Arabic translation. The research team performs an
error taxonomy and translate the sentences with the most erroneous translation
outputs using informed prompts. The performance of ChatGPT in English to Arabic
translation with default is compared with that of informed prompts to check the
effectiveness of the latter in improving the translation.

The study provides an error taxonomy of ChatGPT translation of English
complex sentences into Arabic. It also investigates the effectiveness of using
informed prompts in improving such translation. Both ChatGPT and the
effectiveness of informed prompts in improving translation are either under-
investigated. Complex sentences, on the other hand, form a challenge to machine
translation. The study, therefore, is of great significance since it will contribute to
the literature of MT, especially LLMs, and to improving automatic translation.

A brief introduction of ChatGPT, prompts, and complex sentences is presented
in Section 2. Section 3 presents the methodology and the research results. Section 4
presents the discussion and conclusion.

2.Literature Review

This section generally introduces ChatGPT and briefly presents prompts and
how they are utilized to produce better outputs. It also presents a concise discussion
on complex sentences and some of the differences between complex sentences in
English and Arabic.

2.1 ChatGPT

ChatGPT is the most famous large language model (LLM) nowadays. It has
gained its fame even before its advent, as people anticipated its usage in daily life
when some companies, such as BBC, CNN, and People's Daily, announced the
upcoming Al revolution. The reason for the availability of ChatGPT is due to the
technology development which started by using Natural Language Processing (NLP)
in 1950s, an information processing technology based on natural language
understanding and natural language generation, and the usage of Recurrent Neural
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Network (RNN) and Long-Term Short-Term Memory (LTSM) models in recent
years. Chat-GPT is an enhanced variant, improved specifically for conversational
purposes, of the previous GPT models (text-davinci-002 and text-davinci-003).
Text-davinci-002 is a large language model which was trained by using
Reinforcement Learning with reward models. The reward models were trained based
on human comparisons of different text outputs. Text-davinci-003 is an enhanced
version of text-davinci-002 (Hendy, et al, 2023). Through Chat-GPT people can
perform multiple tasks, after having access to it in November 2022, such as office
work, digital images, coding, academic research, and translation more efficiently and
quickly (Li, 2023). According to Siu, (2023), Chat-GPT has become very popular
quickly because it can perform many tasks such as generating texts, answering
questions, classifying texts, generating codes, and translating languages very well.
The reason behind this is that Chat-GPT employs many methods like Natural
Language Processing (NLP), Recurrent Neural Network (RNN), Long Short-Term
Memory (LSTM), Transformer and Reinforcement Learning from Human Feedback
model (RLHF).

According to Jiao et al., (2023), Chat-GPT is as good as commercial
translation systems like Google Translate when translating high-resource European
languages, but it falls behind at translating low-resource or distant languages. In
addition, Chat-GPT is not as good as commercial translation systems at translating
biomedical abstracts or Reddit comments, but it is good at translating spoken
language. However, the launch of the GPT-4 engine on March 2023 has significantly
improved Chat-GPT's translation performance, making it comparable to commercial
translation systems even for distant languages.

2.2 ChatGPT and Prompts

A prompt is identified as “a set of instructions provided to an LLM that
programs the LLM by customizing it and/or enhancing or refining its capabilities”
(White et al., 2023).The effectiveness of using prompts and various strategies of
prompting to get a ChatGPT output with a higher quality is an interesting topic of
research. In various fields, it has been stated that the output quality has a direct
relationship with the prompt quality and that using informed or specific prompts can
effectively improve the output (White et al., 2023; Giray, 2023; Liu et al., 2023,
among others).

In the field of translation, there has been little investigation on the
effectiveness of prompt engineering on the translation output. There are, however, a
few interesting prompting strategies that have been used and proven effective in
improving the translation output (Jiao et al., 2023; Gao et al, 2023; Siu, 2023). It has
been also indicated that the default prompts suggested by ChatGPT perform well
with slight differences in their performance (Jiao et al., 2023).
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It has been pointed out that special prompting strategies contribute greatly to
the quality of the translation produced by LLMs. One of these prompting strategies
has been suggested by Jiao et al. (2023). It is dubbed the pivot strategy. According
to this strategy, ChatGPT is required to translate a source text into a high-source
pivot language before translating into the target language. Jiao et al. (2023) have
stated that this strategy significantly improves the translation quality.

Gao et al.(2023) have also pointed out that ChatGPT surpasses commercial
translation system when properly designed prompts are used. In their study, they
have proposed prompts that contain translation task information (both the target
language and the source language are identified), context domain information (the
domain of the text is identified such as news, legal etc.), or part-of-speech tags. It
has been indicated that the results of the study have shown that the proposed prompts
significantly enhance the performance of ChatGPT in translation.It has also been
indicated that prompts with contextual information enable ChatGPT to produce
improved translation output (Siu, 2023).

An interesting study in this aspect has been conducted by Gu (2023) in which
linguistically informed prompts have been introduced and used in the translation of
Japanese attributive clauses into Chinese. It has been stated that such prompts
improve the translation accuracy by more than 35%. There is also a very interesting
recent approach to informed prompting in LLM translation which is the use of self-
correction strategy where the model is asked to modify the original translation using
a proposed strategy. Chen et al. (2023), Raunak et al. (2023), and Feng et al.
(2024)have used adopted strategies that depend on prompting the modal to self-
correct its previous translation.

It seems that the use of self-correction approach of prompting is effective in
improving the translation output greatly. This requires further investigation with
different language pairs, especially when a low-resource language, like Arabic, is
involved. New research also need to propose more effective prompting strategies.
This study is an endeavor in examining a new method of using prompts in accordance
with the self-correcting approach.

2.3 Complex sentences and MT challenges

Complex sentences are made up of a main clause and one or more subordinate
clauses, with the main clause being the primary focus. Subordinate clauses are of
different types. The major types of subordinate clauses are complement clauses,
relative clauses, and adverbial clauses (Miller, 2002; Diessel, 2004). These types of
subordinate clauses can be identified as follows:

e Complement clauses fill in slots in the main clause that can also be occupied by
noun phrases. These clauses complete the syntax of a verb in the main clause,
either by following or preceding it.
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o Relative clauses modify nouns and usually follow them, unlike adjectives that
precede nouns. They usually provide additional information about the noun they
modify

o Adverbial clauses, on the other hand, modify entire clauses and are classified by
their meaning, such as reason, time, concession, manner, or condition. They are
adjuncts, meaning they are optional in sentences. (Miller, 2002)

This type of sentences is proven to be interesting in the various fields of
linguistic research. In the field of machine translation, it has proven that complex
sentences form a challenge for machine translation, especially when it involves a
morphologically rich language (Qasmi et al., 2020; Turganbayeva et al, 2022).
Certain strategies have been proposed to deal with the issue, the most prominent of
which is sentence / text simplification (Hasler etal., 2017; étajner & Popovié, 2018;
Sulem et al., 2018; Lu et al., 2021). In Arabic MT, it is also recognized that complex
sentences form a serious problem for machine translation (Nagi, 2023).

2.4 Variation in Arabic complex sentence structure

There are various structural differences between English and Arabic complex
clauses. Some of these differences are pointed out as follows:

¢ In English sentences, dependent clauses mostly come before independent clauses.
In Arabic, however, it is preferable to start with the independent clause.

o A referring expression in Arabic usually follows the antecedent. In English,
however, whether the referring expression precedes or follows the antecedents
are equally acceptable.

e Conjunctions like “wa-" (and) and “fa-” are used at the beginning of the second
clause to affirm its cohesion with the preceding clause in Arabic due to the fact
that Arabic has an extremely syndetic discourse (Farghal, 2017). Accordingly,
Arabic complex sentences will have more conjunctions than the English ones.

o Complex sentences in Arabic require more agreement patterns than simple
sentences such as agreement related to relative pronouns. English, on the other
hand, has a poor agreement system compared to Arabic

All these variations add extra problems to machine translation which add a
great deal to the significance of this study.

3. Methodology and Results

This section of the study presents the methodology and the results. It
introduces the datasets used, how errors are analyzed and the results of error
annotation. In addition, it introduced the prompting strategy, the evaluation of the
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original translation, and the evaluation of the retranslation after applying the
suggested prompting strategy.

3.1 The Main Dataset

The research team built a dataset with 150 complex sentences. Complex
sentences are used in this study since they are confirmed to form a challenge for
machine translation as indicated earlier. The sentences are selected from recent news
essays to ensure that they are not included in the ChatGPT training data. The selected
sentences are translated by ChatGPT-4 using the default prompt Translate these
sentences into [TL].

3.2 Error Taxonomy

The sentences are, then, annotated by 3 professional annotators. The
classification of errors in this study follows the error taxonomy provided by
Multidimensional Quality Metrics (MQM), introduced in Lommel et al. (2014). The
taxonomy provided by MQM divided translation errors into eight dimensions:
terminology, accuracy (adequacy), linguistic conventions (fluency), style, locale
conventions, audience appropriateness, design and markup, and custom. Such
dimensions are defined and classified further.

The annotated errors fall under the terminology, accuracy (adequacy),
linguistic conventions (fluency), and style MQM dimensions. They are classified
further into different category as represented in Table 1 below. However, before
presenting the number and classification of annotated errors, let us briefly explain
each type of error and provide clarifying examples.

Terminology Errors: The errors of this dimension refers to the ones where a term
in the translation does not represent the term in the source text correctly. The
following categories represent the annotated errors under this dimension:

¢ Wrong Term: According to this, a term that a professional translator does not
usually use in a certain context is used in the target text. It can also refer to the
use of a certain term which can cause conceptual mismatch. The translation of the
English term "provoke" as "i;a.1" instead of ";,i" is an example of this error.
The latter is more correct and suitable to the context since the former has a
negative reference.

¢ Inconsistent use of terminology: This kind of error refers to the case where
multiple terms are used in the translated text as equivalents of the same term in
the source text where consistency is required. The translation of the English term

"cape" as in "Cape Grim" as both "_.<" and "_.i," in the same sentence is an
example of this error.
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Accuracy Errors (Adequacy Errors):Errors that make the content of the target text
an inaccurate match of the propositional content of the source text fall under this
dimension. There can be various reasons for this such as additions, omissions, or
distortions of the original message. The annotated errors in the sentences under study
that fall under this dimension are subcategorize as follows.

o Ambiguous Target Content: This category of errors indicates that the translated
text or a part of it can be interpreted in more than one way. The Arabic word

,=uw'" can be understood as "remember" instead of the intended "be
remembered”. To avoid the confusion, it should be either translated as " ,= x5 «"
or diacritical marks should be used.

¢ Ambiguous Source Content: This type of error pertains to the case where the
source text or a part of it can be interpreted in more than one way. For example,
the term "space" is considered to be a homonym, and therefore, translating it into
".Laa" Where "isL." IS required is an example of this error.

o Untranslated: This type of error refers to a part of the target text that was left
untranslated. Translating "magna cum laude" as "gss¥ os L2l is an example of

this. The English phrase here is transcribed in Arabic letters and not translated.

e Omission: This type of error refers to the case where a content of the source text
is not present in the translated text. Omitting the Arabic word ":;.sw™ and

translating "rate cuts” simply as ",L..¥1 s instead of ";slal jleni (2as"iS an

example of this error which cause a loss in meaning.

e Overly Literal: The word for word translation fall under this category of errors
when an idiomatic translation is required due to the idiomatic nature of the source
text. Translating the following English sentence to the Arabic sentence below it
is an example of this.

Only around 5% of women tend to give birth on their due dates, research shows.

Orgdlainl e lgs 255V I lies sl (e dazd 75 g ol el jglas
The phrase " ¢ala=iul welse" IS @ literal translation of its English counterpart and it
is not used like that in Arabic.
Linguistic Convention Errors (Fluency Errors):Under this dimension, errors are

linked to the linguistic well-formedness of the target text. The annotated errors in the
texts under study that belong to this dimension are classified into the following:
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¢ Incorrect Function Word: This type of error is related to the incorrect use of
function words. That is to say, an article or a preposition, for example, is not used
correctly and the use of another article or preposition is more correct. For
example, using "_=" instead of" " is an error when translating "even" in "and

even praised".

¢ Missing Function Word: This type of error is also related to the use of function
words. That is to say, an article or a preposition, for example, is required in the
target text but it is not present. For example, the translation of "what is something
we can do™ as "« alall Lismay - & 54 L™ IS NOL COrTect. An article and a pronoun are

needed and the translation should be "« alall Lisses sl il 5o L " t0 be more
acceptable.

e Extraneous Function Word: This type of error is also related to the use of
function words. However, as opposed to the "missing function word", this type
of error refers to the use of unnecessary function word, such as an article or a
preposition, in the target text. The use of "lgas" IN "lgas woamdl Lelabs Comlainin Lgi™ 1S
unnecessary as a translation of "that she’d have her new baby in tow". The
meaning of the preposition and its complement is included in the verb meaning.

e Word Form: This type of error is represented by the case where an incorrect
morphological variant of a word is chosen in the target text. It includes agreement,

tense, part of speech, etc. The translation "Legis Li iuall wltes Yo" clearly has the

wrong form of the verb. The verb should be "<l instead of "<lliw" to have a
correct gender subject-verb agreement.

o Cohesion: This refers to the issue where a part of the target text is required to be
connected to the context. Check the following English sentences and the Arabic
translated one.

Souers text: ‘As expectant mothers often realize, newborn babies don’t always arrive
on schedule.’

Target text: © Jpaxll Gay (il 3¥5l1 Sin JULY Jai ¥ ¢ Jalgonll clga¥l 58 Lo L2 Loss

>

el

Ignoring the other errors, it is apparent that the two Arabic clauses are not

cohesive despite the fact that the English ones are. That is due to fact that Arabic is
a language with a highly syndetic discourse.

e Word Order: This type of error simply is related to the syntactic word order of
a translated sentence, clause or phrase. A structure in the target text may follow
the rules of the target language. It may simply copy the structure of the source
language when there are structural differences between the two languages. Check
the following English sentence and its Arabic translation.

E 22024 55 (11) alaall (98) 22211 219 muﬁ, Al aglal




e

_ -
q Informed Prompts and Improving ChatGPT English to Arabic Translation. ISSN : 2410-1818

Khalil A Nagi & Elham Alzain & Ebrahim Naji

Source Text: As she campaigned in Keene, New Hampshire, Haley referenced
Trump’s speech the night before.

Target Text: a2 el olbi JI Il clal «uliuels 5 conss 2 Lolami¥ Loles <L)
L,

In the Arabic translation above, the dependent clause is used before the independent
one which in undesirable in Arabic. Moreover, the dependent clause contains an
anaphora that precedes the antecedent. This is acceptable in English. However,
an Arabic sentence where such case occurs is considered to be flawed.

e Punctuation: The use of punctuation marks in this case is considered to be
incorrect and does not follow the rules of the target language. In the following
translated Arabic sentence the comma is not needed.

Jamll yales gaags yelal Less lalails Lginled linas o sl Loin 5l yag Bola Lay i 4ol

Style Errors: According to the classification of style errors, the target text is
grammatically correct according to the rules of the target language. However, an
awkward language style, inappropriate register, or a deviation from target language
style is detected. Check the translation of the following sentence.
Source Text: Szymchack, who has an associate degree in early childhood
development at Northwestern Michigan College, says she always planned on
teaching.
Target Text: plicige ides 2 5yl Ugalall yuphas 2 Ulajll days Jod Gl clliia J555
oyl dadasd GeSls cales Lgy| ¢ yall Ldleddl,

Ignoring the unneeded commas, the Arabic sentence is correct. However, it

will be more natural if we add " 5" (and) before the relative pronoun.

The table below shows the types and number of annotated errors in ChatGPT
original translation of the complex sentences in the dataset under investigation.
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Table 1: Types and Number of Annotated Errors in ChatGPT Original Translation

Types of Errors & Clauses Adverb Relative Complement |-\1rgj[?)lf
Clauses Clauses Clauses Errors
Wrong Term 22 19 20 61
Terminolo i
] e ol e |
Terminology Errors 23 19 20 62
ragetConont 2 2 2 :
P o, 0 2o 2
Untranslated 6 8 7 21
Omission 5 6 19
Overly Literal 11 9 9 29
Accuracy Errors 27 26 24 75
Incorrect FW 4 8 9 21
Missing FW 35 47 29 111
Extraneous FW 3 11 10 24
Caitj‘spu';‘;”c 3 1 10 14
Word form 12 10 10 32
Cohesion 12 2 5 19
Word Order 9 18 13 40
Punctuation 15 16 10 41
Fluency Errors 93 113 96 302
Style Errors 9 15 4 28
Total No. of Errors 152 173 144 469

3.3 Error Distribution

The error taxonomy shows that ChatGPT translation outputs are still riddled
with errors of various types. Since the test suite is composed of 150 sentences, the
error frequency, then, amounts to 2.73 errors per sentence which is very high. It
should be noted that, according to MQM main dimensions, the errors are distributed
as follows.

¢ Fluency errors come in front with 302 errors (64.39% of the annotated errors).
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e Accuracy errors are next with 77 errors (16.42% of the annotated errors).
e Terminology errors follow with 62 errors (13.22% of the annotated errors).
o Last come the style errors with 28 errors (5.97% of the annotated errors).

The distribution of errors according to MQM main dimensions is represented
in Figure 1 below.

64.39%

16.42% 13.22%

Fluency Errors Accuracy Errors Terminology Style Errors
Errors

Figure 1: Error Distribution per MQM Main Dimensions

3.4 Prompting

As discussed earlier, it is established that the use of informed prompts plays a
crucial role in improving the quality of ChatGPT translation outputs. This section
introduces the dataset and the phases of the prompting operation taken to utilize
informed prompts effectively in this study. It also presents the results of the
evaluation of the original translation and the prompted translation of the prompting
dataset sentences.

3.4.1 Prompting Dataset

After performing the error taxonomy, the research team uses the sentences with
the most errors as the prompting dataset. Thirty-six sentences with the most errors
are extracted from the main dataset to be used in the various prompting phases.

The prompting operation is divided into four main phases: the instruction phase,
the initial training phase, the testing phase, and the application phase.

_—
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3.4.2 Initial Training Phase
e Instruction phase (pre-prompting):

The model was initially trained with specific instructions to identify common
translation errors. The model is presented with the errors annotated in the main
dataset classified based on MQM dimensions. Explanation of errors was provided to
the model to aid in understanding the types of errors.

e Training Set:

Out of the prompting dataset, 10 sentences were used as a training set to train
the model. The research team ensured that these sentences covered all the types of
annotated errors to guarantee that the training set served as a foundation for the
model to learn the nuances of English to Arabic translation and the specific areas
where errors frequently occurred. Using prompting, the model was provided with a
source sentence, its original translation, and the errors in the original translation, and
it was required to retranslate the given sentence.

3.4.3 Testing Phase

After the training phase, a set of six test sentences was provided to the model.
These sentences were selected based on the presence of errors as established in the
initial training set. These sentences were retranslated to evaluate the performance of
the model in improving the translation. In this phase, the model was provided with
the source sentence and the original translation.

The new translation outputs were compared to the original translation outputs.
It was observed that the model's performance improved significantly, with a
noticeable reduction of errors and more accurate translations. This confirmed the
effectiveness of the training and the used prompts. Accordingly, the research team
moved to the next phase.

3.4.4 Application Phase

Following the successful testing phase, the remaining sentences from the
dataset were provided to the model for retranslation. In this phase, the sentences were
given without specifying the errors as well. The translation outputs of this phase were
evaluated along with the original translation to evaluate the effectiveness of the used
prompting operation in improving ChatGPT’s translation performance.
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E £2024 33 (11) o (98) a2 223 Mﬁﬁf@m e




—

—
q Informed Prompts and Improving ChatGPT English to Arabic Translation. ISSN : 2410-1818

Khalil A Nagi & Elham Alzain & Ebrahim Naji

3.4.5 Evaluation:

The application of informed prompts proved to be effective and continued to
yield positive results. The retranslations showed a significant reduction in errors
compared to the initial translations. Manual evaluation by is performed by the three
professional annotators using as a secular quality metric (Freitag et al, 2021).The
metric uses a 0-6 Likert-like scale. Its ranks are as follows.

6: Perfect Meaning and Grammar: The meaning of the translation is completely
consistent with the source and the surrounding context (if applicable). The
grammar is also correct.

e 4: Most Meaning Preserved and Few Grammar Mistakes: The translation retains
most of the meaning of the source. It may have some grammar mistakes or minor
contextual inconsistencies.

e 2: Some Meaning Preserved: The translation preserves some of the meaning of
the source but misses significant parts. The narrative is hard to follow due to
fundamental errors. Grammar may be poor.

¢ 0: Nonsense/ No meaning preserved: Nearly all information is lost between the

translation and source. Grammar is irrelevant.

The BLEU metric is also used to perform the automatic evaluation. Both
evaluations indicated that the translation significantly improved. The following table
shows the evaluation of the original translation as well as the retranslation outputs.

Table 2: Manual and BLEU Evaluations of Original Translation and Retranslation

Evaluation Original Translation Retranslation
Manual Evaluation 62.76% 85.42%
BLEU 32.21% 83.49%
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4. Discussion and Conclusion

Based on the nature and number of the annotated errors, the following points
can be stated.

o ChatGPT translation outputs show a high number of errors when translating
English complex sentences into Arabic. The frequency of errors indicates that
ChatGPT still falls short when translating complex sentences from English into
Avrabic.

o Fluency errors show the highest percentage among errors annotated in ChatGPT
translation outputs, which indicates that the model struggles to grasp the structural
variations between English and Arabic. This indicates that ChatGPT faces a big
challenge when translating from English as a language with poor morphology to
Arabic as a language with rich morphology.

o There are a lot of terminology errors, which indicates that the model needs more
training on Arabic texts and that there is an urgent need to build annotated Arabic
corpora.

The results of the evaluation of original translation outputs and the
retranslations using the adopted prompts indicate that the proposed strategy to
improve ChatGPT translation outputs is very effective. Despite the difference in the
evaluation of the original translation between manual evaluation and automatic
evaluation, both evaluations show that there is a great improvement in the quality of
translation.

Accordingly, it can be concluded here that complex sentences form a great
challenge for MT and that informed prompts are effective in improving the
translation output. It is recommended that further research in the area of informed
prompts is conducted to reach a very high level in terms of automatic translation.
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